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Quantum-information processing on nitrogen-vacancy ensembles with the local resonance
assisted by circuit QED
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With the local resonant interaction between a nitrogen-vacancy-center ensemble (NVE) and a superconducting
coplanar resonator, and the single-qubit operation, we propose two protocols for the state transfer between two
remote NVEs and for a fast controlled-phase (CPHASE) gate on these NVEs, respectively. This hybrid quantum
system is composed of two distant NVEs coupled to separated high-Q transmission line resonators (TLRs),
which are interconnected by a current-biased Josephson-junction superconducting phase qubit. The fidelity of
our state-transfer protocol is about 99.63% within the operation time of 70.60 ns. The fidelity of our CPHASE

gate is about 98.15% within the operation time of 93.87 ns. Furthermore, using the CPHASE gate, we construct a
two-dimensional cluster state on NVEs in a n × n square grid based on the hybrid quantum system for the one-way
quantum computation. Our protocol may be more robust, compared with the one based on the superconducting
resonators, due to the long coherence time of NVEs at room temperature.
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I. INTRODUCTION

Universal quantum logic gates [1,2] are the key element
for a quantum computer. In recent decades, much attention
has been focused on the construction of universal quantum
logic gates with different physical systems, such as an ion
trap [3,4], cavity quantum electrodynamics (QED) [5–7],
nuclear magnetic resonance [8,9], quantum dots [10–12],
photons with one degree of freedom (DOF) [13,14] or two
DOFs (that is, the hyperparallel photonic quantum compu-
tation) [15–17], superconducting qubit [18–22], circuit QED
[23–29], microwave-photon resonators [30–32], and diamond
nitrogen-vacancy (NV) centers [33,34]. Among the above
schemes, much attention has been paid to the generation of the
controlled-phase (CPHASE) gate, which can be used to realize
universal quantum computation assisted with single-qubit
operations.

In order to realize scalable quantum computation, tunable
coupling and coherence time are of special importance. In
this regard, each quantum system has its own advantages
and disadvantages, e.g., easy operability but not enough long
coherence time and thus insufficiently high fidelity. In order to
overcome the disadvantages of each system to realize universal
quantum computation, a hybrid quantum system [35], which
is composed of two or more kinds of quantum systems, has
attracted much attention recently.

The hybrid systems composed of superconducting circuits
and the other quantum systems [35], such as atoms [36,37],
molecules [38,39], spins [40–42], and solid-state devices
[43,44], have been studied. As a result of long coherence time
of the NV-center spin [45] and the strong coupling between a
NV-center ensemble (NVE) and a superconducting resonator
[46–48], the hybrid system composed of a diamond NVE
and a superconducting circuit makes a good platform for
quantum information processing. Recently, a lot of theoretical
and experimental works have been done in the quantum
information processing based on the hybrid system [46,48–51].
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For example, in 2010, Kubo and co-workers [46] realized
the strong coupling of a spin ensemble, which is composed
of NV centers in a diamond crystal, to a superconducting
resonator. In 2012, Sandner et al. [48] showed that a dense
NVE can be coupled to a high-Q superconducting resonator
at low temperature both in experiment and in theory. In
2011, Kubo et al. [49] reported the experimental realization
of a hybrid quantum circuit combining a superconducting
transmon qubit and an NVE. Yang et al. [50] studied the
high-fidelity quantum memory in a hybrid quantum com-
puting system composed of an NVE and a current-biased
Josephson-junction superconducting phase qubit (SPQ) in a
transmission line resonator (TLR). They also [51] presented
a potentially practical proposal for creating entanglement of
two distant NVEs coupled to separated TLRs interconnected
by a current-biased Josephson-junction SPQ. By setting the
transition frequencies of two NVEs and two TLRs and the
qubit to be resonant, i.e., a global resonance in which all parts
of the system are operated simultaneously, they skillfully make
two NVEs couple only with a normal mode. In 2012, Chen,
Yang, and Feng [52] proposed a scheme for the state transfer
between distant NVEs coupled with a superconducting flux
qubit each by modulating the coupling strengths between flux
qubits and between a flux qubit and an NVE.

In this paper, we consider quantum information processing
in a hybrid system composed of two distant NVEs coupled
to separated high-Q TLRs, which are interconnected by a
current-biased Josephson-junction SPQ. We selectively use
the resonant interaction between the resonator and the NVE
with the transition of |ms = 0〉 ↔ |ms = −1〉 and the resonant
interaction between two resonators and the qubit, i.e., local
resonance in which some parts of the system are operated
but no operations are performed on the other parts. With local
resonance, we present a protocol for the quantum state transfer
between the two distant NVEs and construct the CPHASE and
CNOT gates on these NVEs as well. Because both the resonant
interaction between the NVE and the resonator and the single-
qubit rotation on NVEs are fast quantum manipulation, our
state transfer and gates have the features of a high fidelity
and a short operation time. The fidelity of our state transfer
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and CPHASE gate are about 99.63% and 98.15%, respectively.
Their operation times are 70.60 and 93.87 ns, respectively.
Furthermore, we construct a two-dimensional n × n square
grid based on the hybrid quantum system interconnected by
the SPQs, and we engineer a cluster state of a two-dimensional
network for the one-way quantum computation, similar to the
large photonic cluster states using on-chip resonator qubits
[53]. In addition, by virtue of the long coherence time of
NVEs [51,54], the cluster state we engineered on NVEs owns
a promising advantage of the longer lifetime.

II. MODEL AND QUANTUM DYNAMICS OF THE SYSTEM

Let us consider a hybrid quantum device composed of two
distant NVEs coupled to separated high-Q TLRs, as shown in
Fig. 1(a). The two TLRs are interconnected by an SPQ. The
TLR with inductance L and capacitance C can be modeled
as a simple harmonic oscillator [23,25] consisting of a narrow
center conductor and two nearby lateral ground planes [50,51].
The Hamiltonians of TLRa and TLRb can be formed as

Ha = ωaa
†a (1)

and

Hb = ωbb
†b, (2)

respectively, where a† (ωa = 1/
√

LC) and b† (ωb = 1/
√

LC)
are the creation operators (transition frequencies) of TLRa and
TLRb, respectively.

The circuit in the dashed-line box of Fig. 1(a) is an SPQ.
With the two lowest-energy levels of an SPQ, the Hamiltonian

is

Hq = 1
2ωegσz. (3)

Here ωeg is the resonant transition frequency between the two
levels of the SPQ [see Fig. 1(b)], which can be changed by the
external flux bias to the qubit [18,55]. σz = |e〉q〈e| − |g〉q〈g|
is the Pauli spin operator of the SPQ, where |g〉q and |e〉q
are the ground and excited states, respectively. By means of
couplers, two TLRs are indirectly coupled to the SPQ, and the
coupling strength can be changed by applying different flux to
the coupler [56].

Taking the rotating-wave approximation into account, the
interaction Hamiltonians between TLRs and SPQ are

Haq = ga(aσ+ + a†σ−) (4)

and

Hbq = gb(bσ+ + b†σ−), (5)

respectively. Here ga = (gb =)g is the coupling strength
between TLRa (TLRb) and SPQ. σ+ = |e〉q〈g|(σ− = |g〉q〈e|)
is the raising (lowering) operator of the SPQ.

NV centers in the device possess a V-type three-energy-
level configuration as shown in Fig. 1(c). Every NV center
is negatively charged with two unpaired electrons located at
the vacancy. Thus, the spin-spin interaction leads to the same
energy splitting between |ms = 0〉 and |ms = ±1〉, i.e., Dgs =
2.88 GHz [57]. When there is an external magnetic field �B
along the NV-center symmetry axis, the degeneracy of the
levels |ms = ±1〉 is lifted, which causes a level splitting Deg =
γeB, with γe being the gyromagnetic ratio of electron [42].

(a) 

(b) (c) 

FIG. 1. (Color online) (a) Schematic diagram of the hybrid quantum system for our quantum information processing on two NVEs. The
TLRs are connected to the SPQ by two couplers. The coupling strength between the TLR and the SPQ can be tuned by the coupler. The NVEs
interact with the quantized fields of TLRs. (b) Level scheme of an SPQ. The SPQ is approximated as a two-level system with an energy gap
ωeg between the two levels |e〉q and |g〉q . (c) The detailed energy configuration of a single NV center under an external magnetic field �B.
The energy level difference between |ms = ±1〉 is Deg = γeB, where γe is the electron gyromagnetic ratio. The transition frequency between
|ms = 0〉 and |ms = −1〉 is Dgs − Deg .
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For simplicity, we label the states of the NV center |ms =
0〉, |ms = −1〉, and |ms = 1〉 as |u〉, |g〉, and |e〉, respectively.
Moreover, the lowest level |u〉 of the NV center is an auxiliary
state in the present work. There are N NV centers in the single
NVE and the Hamiltonian of an NVE reads

Hk = 1
2ωk,0S

z
k,0 + 1

2ωk,1S
z
k,1, (6)

where k = 1,2 are on behalf of NVE1 and NVE2. ωk,0 =
Dgs − γeBk and ω1,1 = ω2,1 = Dgs are the transition frequen-
cies of |u〉 ↔ |g〉 and |u〉 ↔ |e〉, respectively. Sz

k,0 = ∑N
i=1 τ z

k,i

and S±
k,0 = ∑N

i=1 τ±
k,i/

√
N are a set of collective spin operators

[58,59] for NVE k with τ z
k,i = |g〉k,i〈g| − |u〉k,i〈u|, τ+

k,i =
|g〉k,i〈u|, and τ−

k,i = |u〉k,i〈g|. Sz
k,1 = ∑N

i=1 vz
k,i and S±

k,1 =∑N
i=1 v±

k,i/
√

N are the other set of collective spin operators
for NVE k with υz

k,i = |e〉k,i〈e| − |u〉k,i〈u|, υ+
k,i = |e〉k,i〈u|,

and υ−
i = |u〉k,i〈e|.

The NVE qubit in this work is encoded in the |0〉 and |1〉
states

|0〉k = S+
k,0|U 〉k = 1√

N

N∑
i=1

|u1 · · · gi · · · uN 〉k, (7)

|1〉k = S+
k,1|U 〉k = 1√

N

N∑
i=1

|u1 · · · ei · · · uN 〉k, (8)

where |U 〉k = |u1 · · · ui · · · uN 〉k is the auxiliary state for an
NVE. Using the rotating-wave approximation, the interaction
Hamiltonian of an NVE coupled to the corresponding TLR by
the magnetic-dipole coupling reads [51]

Ha1 = g1(S+
1,0a + S−

1,0a
† + S+

1,1a + S−
1,1a

†), (9)

and

Hb2 = g2(S+
2,0b + S−

2,0b
† + S+

2,1b + S−
2,1b

†), (10)

where g1 = √
Ng0, g2 = √

Ng0, and g0 is the single NV-
center vacuum Rabi frequency. When the NVE is placed near
the field antinode, the spatial dimension of the ensemble is
much smaller than the mode wavelength so that the spins
in the NVE interact quasihomogeneously with a single-mode
electromagnetic field.

The total Hamiltonian of our hybrid device composed of
two NVEs coupled to separated TLRs interconnected by an
SPQ can be described as

H = Ha + Hb + Hq + H1 + H2 + Haq + Hbq + Ha1 + Hb2.

(11)
In the interaction picture, by assuming ωa = ωeg = ωb, the
total Hamiltonian becomes

HI = g(a†σ− + b†σ−) + g1(a†S−
1,0e

−iδ1,0t + a†S−
1,1e

−i�t )

+g2(b†S−
2,0e

−iδ2,0t + b†S−
2,1e

−i�t ) + H.c. (12)

Here δ1,0 = ω1,0 − ωa , δ2,0 = ω2,0 − ωb, and � = ω1,1 −
ωa = ω2,1 − ωb.

III. QUANTUM STATE TRANSFER BETWEEN NVEs

In quantum information processing, the transfer of the
quantum state from one location to another is an important task

TABLE I. Scheme for the quantum state transfer between two
NVEs.

Step Transition Coupling Pulse

(1) Rotate NVE1 |1〉1 → |U〉1 	R/2 π

(2) Resonate |0〉1|0〉a → |U〉1|1〉a g1 π

(3) Resonate |1〉a|g〉q |0〉b → |0〉a|g〉q |1〉b g
√

2π

(4) Resonate |1〉b|U〉2 ↔ |0〉b|0〉2 g2 π

(5) Rotate NVE2 |U〉2 → |1〉2 	R/2 3π

and it is the premise of the realization of large-scale quantum
computing and quantum networks. Our device for the state
transfer between distant NVEs is shown in Fig. 1(a) and this
task can be achieved with the five steps shown in Table I. Its
principle can be described in detail as follows.

Suppose that the hybrid quantum system composed of two
NVEs, two TLRs, and the SPQ for the state transfer is initially
in the superposition state

|φ〉I = (α|0〉1 + β|1〉1)|0〉a|g〉q |0〉b|U 〉2, (13)

where α and β are complex numbers and |n〉a and |n〉b indicate
the Fock states of TLRa and TLRb, respectively.

In step (1), we apply an external drive field governed by
H

φ

D = 	R exp(−iωdt)S
+
1,1 + H.c., with the Rabi frequency

	R and ωd = ω1,1 to flip the two states |1〉1 ↔ |U 〉1 of
NVE1. With the drive field, the Hamiltonian of the subsystem
composed of NVE1 and TLRa is

H
′φ
s1 = Ha + H1 + Ha1 + H

φ

D. (14)

In the interaction picture, the Hamiltonian reads

H
φ

s1 = g1(a†S−
1,0e

−iδ1,0t + a†S−
1,1e

−i�t ) + 	R

2
S+

1,1 + H.c.

(15)

In the large-detuning regime δ1,0,� 	 g1, under the rotating-
wave approximation, the Hamiltonian reads

H
φ

s1 ≈ 	R

2
(S+

1,1 + S−
1,1). (16)

When the drive field is applied on the NVE1 for a duration
t = π/	R , the evolution of NVE1 follows

|1〉1 → −i|U 〉1, (17)

while the states of TLRb and SPQ remain unaltered. That is,
the evolution of the state of the system is

|φ〉I → |φ〉1 = (α|0〉1 − iβ|U 〉1)|0〉a|g〉q |0〉b|U 〉2. (18)

In step (2), we tune the transition |0〉1 ↔ |U 〉1 of NVE1 to
achieve its local resonance with TLRa by adjusting the applied
magnetic field �B1 and turn down the interaction between the
SPQ and two TLRs by decreasing the coupling strength g to
0.5 MHz � min (g1 = 16 MHZ,g2 = 20 MHz) [56]. Due to
the weak coupling strength between the SPQ and the TLRs, the
energy transfer between the SPQ and the TLRs can be omitted.
The interaction Hamiltonian of the subsystem composed of
NVE1 and TLRa is given by

H
φ

2 = g1(a†S−
1,0 + a†S−

1,1e
−i�t + H.c.). (19)
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In the large-detuning regime � 	 g1, we can ignore the
fast-oscillating terms, and the subsystem Hamiltonian can be
simplified as

H
φ

2 ≈ g1(a†S−
1,0 + aS+

1,0). (20)

The evolution operator of this resonant interaction is written
as U2(t) = exp(−iH

φ

2 t). After a duration t = π/2g1, we can
obtain

|0〉1|0〉a → −i|U 〉1|1〉a. (21)

After this local resonance, the state of the total system becomes

|φ〉2 = |U 〉1(−iα|1〉a − iβ|0〉a)|g〉q |0〉b|U 〉2. (22)

In step (3), we turn up the coupling between the SPQ and
TLRs by increasing the coupling strength g to 104 MHz
[56]. We can tune the transition frequencies of NVEs to
be largely detuned with TLRs. In this case, there is only
the energy transfer between the TLRs and the SPQ, similar
to the resonant interaction among two atoms and a cavity [60].
The corresponding effective Hamiltonian is

H
φ

3 = g(a†σ− + b†σ− + H.c.). (23)

Governed by this Hamiltonian with the duration t = π/
√

2g,
the system evolves from the state |φ〉2 to

|φ〉3 = |U 〉1|0〉a|g〉q(iα|1〉b − iβ|0〉b)|U 〉2. (24)

In step (4), we tune the transition frequency ω2,0 between
|0〉2 and |U 〉2 of NVE2 to be equal to the frequency ωb of TLRb

by adjusting the external magnetic field �B2 and turn down the
interaction between TLRs and the SPQ by turning the coupling
strength g to be 0.5 MHz [56]. Without considering the weak
interaction terms, the effective Hamiltonian is given by

H
φ

4 = g2(b†S−
2,0 + H.c.). (25)

In this step, the state driven by this Hamiltonian with the
interval t = π/g2 becomes

|φ〉4 = |U 〉1|0〉a|g〉q |0〉b(α|0〉2 − iβ|U 〉2). (26)

In the last step (5), we apply a drive pulse with the duration
t = 3π/	R on NVE2 to induce the transition between |1〉2 and

|U 〉2. Thus, an overall quantum state transfer between NVE1

and NVE2 is implemented, leaving the TLRa , TLRb, and the
SPQ unchanged in the vacuum and ground states; that is,

|φ〉F = |U 〉1|0〉a|g〉q |0〉b(α|0〉2 + β|1〉2). (27)

To show the feasibility of our proposal for the state transfer
between NVE1 and NVE2, with the Hamiltonian shown in
Eq. (12), we simulate the dynamics of the system under the
influence of noise by the master equation [32,50,61,62],

dρ

dt
= −i[HI ,ρ] + κaD[a]ρ + κbD[b]ρ

+ γ1D[S−
1,0 + S−

1,1]ρ + γφ1D
[
Sz

1,0 + Sz
1,1

]
ρ

+ γ2D[S−
2,0 + S−

2,1]ρ + γφ2D
[
Sz

2,0 + Sz
2,1

]
ρ

+ γqD
[
σ−]

ρ + γφqD[σz]ρ, (28)

where D[L]ρ = (2LρL† − L†Lρ − ρL†L)/2, κa (κb) is the
decay rate of TLRa (TLRb), γ1 (γ2) and γφ1 (γφ2) are the energy
relaxation and dephasing rates of NVE1 (NVE2) qubit, and the
decay and dephasing rates of SPQ are γq and γφq , respectively.
The master equation can be unraveled by the quantum jump
method [63–65].

If α = sin θ and β = cos θ , the final (target) state is |φ〉F =
|U 〉1|0〉a|g〉q |0〉b(sin θ |0〉2 + cos θ |1〉2). Here the average fi-
delity of our proposal for the quantum state transfer is defined
as [7,32]

Fφ = 1

2π

∫ 2π

0
F 〈φ|ρst

f |φ〉F dθ, (29)

where ρst
f is the realistic density operator after our state-transfer

operation on the initial state |φ〉I . Our simulation shows that
the fidelity of our state-transfer protocol is 99.63% within
the operation time 70.60 ns. Taking α = β = 1/

√
2 as an

example, the density operators of the initial state and the
final state are shown in Fig. 2. The density matrix is spanned
in the basis {|U 〉1|U 〉2,|U 〉1|0〉2,|U 〉1|1〉2,|0〉1|U 〉2,|0〉1|0〉2,
|0〉1|1〉2,|1〉1|U 〉2,|1〉1|0〉2,|1〉1|1〉2}.
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FIG. 2. (Color online) (a) The density matrix of the initial state ρst
I = Tra,q,b(|φ〉I 〈φ|) (with α = β = 1/

√
2) of the system. (b) The real and

(c) imaginary parts of the density matrix ρst
f after the implementation of the state transfer. In the simulations, κ−1

a = κ−1
b = 50 μs, γ −1

q = 50 μs,
γ −1

φq = 50 μs [32], γ −1
1 = γ −1

2 = 6 ms, γ −1
φ1 = γ −1

φ2 = 600 μs [66], ωa/2π = ωeg/2π = ωb/2π = 1.3 GHz, ω1,0/2π = ω2,0/2π = 1.73 GHz
for the large-detuning case, ω1,1/2π = ω2,1/2π = 2.88 GHz, g1/2π = 16 MHz, g2/2π = 20 MHz, and g/2π = 104 (0.5) MHz when we turn
up (down) the couplings between the SPQ and the TLRs. The Rabi frequency induced by the drive field is 	R/2π = 50 MHz.
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IV. CPHASE AND CNOT GATES ON TWO NVEs

The CPHASE gate is one of the significant quantum logic
gates for quantum information processing and it can be
used to form a series of universal gates to achieve quantum
computation [2] assisted by single-qubit operations. In the
basis of two NVEs {|0〉1|0〉2,|0〉1|1〉1,|1〉1|0〉2,|1〉1|1〉2}, the
matrix of the CPHASE gate reads

Ucphase =

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

⎞
⎟⎠,

where there is a π phase shift when the two-NVE system is
in the state |0〉1|1〉2. The initial state of the hybrid quantum
system composed of two NVEs, two TLRs, and an SPQ [the
device is shown in Fig. 1(a)] is prepared as

|ψ〉I = (cos θ1|0〉1 + sin θ1|1〉1)(cos θ2|0〉2 + sin θ2|1〉2)

⊗|g〉q |0〉a|0〉b
= (α|0〉1|0〉2 + β|0〉1|1〉2 + γ |1〉1|0〉2 + δ|1〉1|1〉2)

⊗|g〉q |0〉a|0〉b, (30)

where α = cos θ1 cos θ2, β = cos θ1 sin θ2, γ = sin θ1 cos θ2,
and δ = sin θ1 sin θ2. By combining the single-qubit flip on
NVEs and the resonant interactions between NVEs and TLRs
and those between TLRs and the SPQ, the CPHASE gate on
NVE1 and NVE2 can be achieved by five steps displayed in
Table II.

In step (1), we tune the transition |0〉1 ↔ |U 〉1 of NVE1 to
be resonant with TLRa , which is similar to the second step in
our state-transfer protocol. The effective Hamiltonian of the
subsystem consisting of NVE1 and TLRa is Hs1 = H

φ

2 . The
subsystem evolves from |0〉1|0〉a to the state −i|U 〉1|1〉a at
the appropriate time t = π/2g1, with other states unchanged
through the evolution time.

Meanwhile, we apply a drive field described by HD =
	R exp(−iω2,0t)S

+
2,0/2 + H.c. with the Rabi frequency 	R

and the frequency to be the transition frequency of |0〉2 ↔
|U 〉2. The Hamiltonian of the subsystem composed of NVE2

and TLRb is H ′
s2 = Hb + H2 + Hb2 + HD . The Hamiltonian

can be approximately reduced to be Hs2 ≈ 	R(S+
2,0 + S−

2,0)/2.
With the duration t = π/	R , the drive field applied on NVE2

makes it evolve from |0〉2 to −i|U 〉2, while the states of TLRb

and SPQ remain unaltered.

TABLE II. Scheme for the CPHASE gate between two NVEs.

Step Transition Coupling Pulse

(1) Resonate |0〉1|0〉a → |U〉1|1〉a g1 π

Rotate NVE2 |0〉2 → |U〉2 	R/2 π

(2) Resonate |1〉a|g〉q |0〉b → |0〉a|g〉q |1〉b g
√

2π

(3) Resonate |1〉b|U〉2 ↔ |0〉b|0〉2 g2 2π

(4) Resonate |0〉a|g〉q |1〉b → |1〉a|g〉q |0〉b g
√

2π

(5) Resonate |U〉1|1〉a → |1〉1|0〉a g1 3π

Rotate NVE2 |U〉2 → |0〉2 	R/2 π

After step (1), the state of the total system becomes

|ψ〉1 = (−α|U 〉1|U 〉2|1〉a − iβ|U 〉1|1〉2|1〉a − iγ |1〉1|U 〉2|0〉a
+ δ|1〉1|1〉2|0〉a) ⊗ |g〉q |0〉b. (31)

In step (2), we use the same method as that in the third step
of our state-transfer protocol to achieve the state transfer from
TLRa to TLRb. With the effective Hamiltonian He2 = H

φ

3

operating for the duration t = π/
√

2g, the system evolves
from the state |ψ〉1 to

|ψ〉2 = (α|U 〉1|U 〉2|1〉b + iβ|U 〉1|1〉2|1〉b − iγ |1〉1|U 〉2|0〉b
+δ|1〉1|1〉2|0〉b) ⊗ |g〉q |0〉a. (32)

In step (3), we exploit the Hamiltonian He3 = H
φ

4 to achieve
the resonant interaction between TLRb and the transition
|U 〉2 ↔ |0〉2, similar to the fourth step in our state-transfer
protocol. With the interval t = π/g2, the state of the system
becomes

|ψ〉3 = (−α|U 〉1|U 〉2|1〉b + iβ|U 〉1|1〉2|1〉b − iγ |1〉1|U 〉2|0〉b
+ δ|1〉1|1〉2|0〉b) ⊗ |g〉q |0〉a. (33)

Step (4) is the same as step (2). By virtue of simultaneous
resonant interactions between the SPQ and the two TLRs, we
can obtain the state

|ψ〉4 = (α|U 〉1|U 〉2|1〉a − iβ|U 〉1|1〉2|1〉a − iγ |1〉1|U 〉2|0〉a
+ δ|1〉1|1〉2|0〉a) ⊗ |g〉q |0〉b. (34)

The last step (5) is the same as step (1). A drive pulse
with the duration t = π/	R is applied to induce the transition
between |0〉2 and |U 〉2 of NVE2. Meanwhile, a resonant
interaction between NVE1 and TLRa lasts for g1t = 3π/2.
Thus, an overall CPHASE gate between NVE1 and NVE2 is
implemented, leaving the TLRa , TLRb, and the SPQ in the
vacuum and ground states, that is,

|ψ〉F = (α|0〉1|0〉2 + β|0〉1|1〉2 − γ |1〉1|0〉2 + δ|1〉1|1〉2)

⊗|g〉q |0〉a|0〉b. (35)

Our simulation on the dynamics of the system with the
Hamiltonian in Eq. (12) and quantum master equation in
Eq. (28) shows that the average fidelity of our CPHASE gate is
98.15% within the operation time 93.87 ns. Here the average
fidelity is defined as

Fcphase =
(

1

2π

)2 ∫ 2π

0

∫ 2π

0
F 〈ψ |ρcphase

f |ψ〉F dθ1dθ2, (36)

similar to that in Eq. (29).
As an example for the fidelity of our gate with θ1 = θ2 =

π/4, the density operators of the initial state and the final
state are shown in Fig. 3. Here the density matrix is spanned
in the basis {|0〉1|0〉2|g〉q,|0〉1|0〉2|e〉q,|0〉1|1〉2|g〉q,|0〉1

|1〉2|e〉q,|1〉1|0〉2|g〉q,|1〉1|0〉2|e〉q,|1〉1|1〉2|g〉q,|1〉1|1〉2|e〉q}.
Local resonant interaction and single-qubit operations can

also be used to construct the fast CNOT gate on NVEs in the
hybrid device. The matrix of the CNOT gate reads

Ucnot =

⎛
⎜⎝

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎠
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FIG. 3. (Color online) (a) The density matrix of the initial state ρCPHASE
I = Tra,q,b(|ψ〉I 〈ψ |) (with α = β = γ = δ = 1/2) of the system. (b)

The real and (c) imaginary parts of the density matrix ρCPHASE
f after the implementation of the CPHASE gate. Here ωa/2π = ωeg/2π = ωb/2π =

1.4 GHz and ω1,0/2π = ω2,0/2π = 2.08 GHz for the large-detuning case, while other parameters are the same as those for Fig. 2.

in the computational two-NVEs basis, that is,
{|0〉1|0〉2,|0〉1|1〉1,|1〉1|0〉2,|1〉1|1〉2}. The nine steps for
the construction of the CNOT gate on two NVEs are shown in
Table III. It can be implemented with the processes similar to
those for our CPHASE gate.

V. GENERATION OF CLUSTER STATE IN
ONE-DIMENSIONAL AND TWO-DIMENSIONAL

CIRCUITS

Using the CPHASE gate, one can construct a two-
dimensional (2D) cluster state, which can be used to realize a
one-way quantum computing [2,53,67–69]. Before generating
a 2D cluster state in a hybrid circuit grid, we try to implement
a one-dimensional (1D) cluster state [69] in a hybrid circuit
chain. Now we demonstrate in detail how to make use of
the initial state

∏⊗n
i=1(|0〉i + |1〉i)/

√
2 and our CPHASE gate

to generate the large NVE cluster state. In order to realize
this initial state, we can apply two external drive fields
to induce the transitions of |U 〉 ↔ |0〉 and |U 〉 ↔ |1〉. In
the first step, as shown in Fig. 4(a), we divide the NVEs
into many pairs NVE2i−1-NVE2i (i = 1,2, . . .) and tune the
transition frequencies of SPQ2i+1

2i (i = 1,2, . . .) to the largely
detuned regime to form independent pairs, each of which is
a subsystem shown in Fig. 1(a). Then we operate CPHASE

TABLE III. Protocol for realization of CNOT gate between NVE1

and NVE2.

Step Transition Coupling Pulse

(1) Resonate |0〉1|0〉a → |U〉1|1〉a g1 π

Rotate |0〉2 → |U〉2 	R/2 π

(2) Resonate |1〉a|g〉q |0〉b → |0〉a|g〉q |1〉b g
√

2π

(3) Resonate |1〉b|U〉2 → |0〉b|0〉2 g2 π

(4) Resonate |1〉2 ↔ |U〉2 	R/2 π

(5) Resonate |1〉b|U〉2 → |0〉b|0〉2 g2 π

(6) Resonate |1〉2 ↔ |U〉2 	R/2 3π

(7) Resonate |0〉b|0〉2 → |1〉b|U〉2 g2 π

(8) Resonate |0〉a|g〉q |b〉b → |1〉a|g〉q |0〉b g
√

2π

(9) Resonate |U〉1|1〉a → |0〉1|0〉a g1 π

Rotate |U〉2 → |0〉2 	R/2 3π

gates between NVE2i−1 and NVE2i (i = 1,2, . . .). After this
step, the state of the system composed of all the NVEs
is

1

2n

⊗n∏
i=1

(|0〉2i−1 + σ z
2i |1〉2i−1)(|0〉2i + |1〉2i), (37)

where σ z
2i is the Pauli-Z operator for NVE2i . In the second

step, we perform the CPHASE gate on NVE pairs (2i,2i + 1)
(i = 1,2, . . .) in the same way as that in the first step. Then we

(a) 

(b) 

FIG. 4. (Color online) The schematic layout of generating the
large cluster state based on the 1D circuit chain (a) and the 2D square
grid circuit (b). The red dot embedded in the TLR represents an NVE.
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can prepare the chain in the cluster state

1√
2n

⊗n∏
i=1

(|0〉i + σ z
i+1|1〉i), (38)

where σ z
n+1 ≡ 1.

Now, we demonstrate the four steps to generate a 2D cluster
state in the n × n square grid [70], as shown in Fig. 4(b).
First of all, as in the 1D case, two sets of CPHASE gates are
sequentially performed to prepare the NVEs in each row into
a 1D cluster state,

1√
2n2

⊗n∏
i,j=1

(|0〉i,j + σ z
i,j+1|1〉i,j ), (39)

where σ z
i,j+1 is the Pauli-Z operator for NVEi,j+1. Second, the

same operations are performed on the columns as on the rows.
Then the 2D cluster state is

1√
2n2

⊗n∏
i,j=1

(|0〉i,j + σ z
i,j+1σ

z
i+1,j |1〉i,j ), (40)

where σ z
i,n+1 ≡ σ z

n+1,j ≡ 1. The total time used to realize the
2D cluster state is

Ttotal = td + 4tc, (41)

where td = π/	R is the operation time of each NVE flipped
by the external drive field with the Rabi frequency 	R and tc =
93.87 ns is the operation time of realizing each CPHASE gate.
Now, let us consider how errors would accumulate during the
process of generating a 2D cluster state in the 3 × 3 square grid.
There are 9 NVE qubits being operated by single-qubit-flip and
CPHASE gates in this example. For each single-qubit flip, we can
take a fidelity of 99.81%, which is in keeping with step (5) of
implementing quantum state transfer between NVEs. A fidelity
of 98.15% for the CPHASE gates was achieved in our numerical
simulation of the above section. To generate a 2D cluster state
in this example, we have to implement 9 single-qubit flips and
12 CPHASE gates, reaching a global fidelity of 78.57% due to
error accumulated. In fact, this method of generating a cluster
state can be extended to the general case, i.e., to prepare a dD
cluster state in which 2d steps are needed since 2 steps are
required in each dimension.

VI. DISCUSSION AND SUMMARY

Recently, the hybrid quantum system made up of NVEs
and superconducting circuits has been studied for quantum
computation [49–51]. In the system, the coupling strength
between an NVE and a TLR can be enhanced to about 10–
65 MHz [46,48], and the NVE can act as either a qubit or a
good memory because the coherence time of an NV center is
much longer than that of an SPQ [45].

In previous works about hybrid systems, the proposals
for the entanglement or information transfer between two
NVEs with the states |ms = 0〉 and |ms = ±1〉 [50,51] have
been studied. To avoid the indirect interaction between the
two NVEs, which can be induced by coupling with the
same field mode, we place these two NVEs in two different
TLRs. Moreover, because the two TLRs are connected by an
SPQ with tunable couplings [56,71], the induced interaction

between the two NVEs can be effectively turned on and off. On
the other hand, using the states |ms = 0〉 and |ms = 1〉 alone
with the fixed level spacing leads to the difficulty in operation
[70]. In order to overcome this problem, we construct the
fast universal quantum gate by using the computational states
|ms = −1〉i and |ms = +1〉i in combination with the third
auxiliary energy level |ms = 0〉i , which gives us more freedom
to achieve quantum information processing.

In 2012, in an interesting work by Chen et al. [52],
the operation time of quantum state transfer, from the
initial state (α|0〉NVE1 + β|1〉NVE1 )|0〉NVE2 to the final state
|0〉NVE1 (α|0〉NVE2 − iβ|1〉NVE2 ), needs only 30 ns with cou-
pling strength between NVE and superconducting circuits
about 70 MHz. We remark that our proposal adopts a different
final state with respect to theirs. If we choose the state
transfer from (α|0〉NVE1 + β|1〉NVE1 )|U 〉NVE2 to the same final
state as theirs with the same coupling between NVE and
superconducting circuits, the whole procedure in our proposal
will reduce to four steps and the whole operation time is
significantly reduced to 13.41 ns with the fidelity about
96.81%. Our protocol for this task requires merely 70.60 ns
by using the local resonance between an NVE (the SPQ)
and TLRs. Another advantage is that by virtue of the local
resonance we can construct a multidimensional cluster state
with only a few steps.

Resonance operation between an artificial atom and a cavity
is one of the fast quantum operations. The resonance operation
between an NVE and a superconducting resonator can be
completed with a very high fidelity of about 97% [50]. The
resonance operation between an SPQ and a superconducting
resonator can also be achieved with a very high fidelity, as
shown in Refs. [67,72,73]. The coupling strength between
the qubit and the resonator can achieve as high as 100 MHz
[56], which suggests that the quantum information transfer
from resonator a to resonator b can be achieved within a very
short time, compared to the decoherence time. The main factor
which limits the operation time of our CPHASE gate is the inter-
action between the NVE and the resonator. Since the couplings
between NV centers and resonator are quasihomogeneous,
the coupling strength between the collective mode and the
resonator has been enhanced by

√
N [58,59]. Due to the short

operation time of our CPHASE gate (93.87 ns) as compared
to the coherence times of an NV center ∼10−3 s [45,74] and
the SPQ ∼10−5 s [35,75], and the large quality factor of the
superconducting resonator >106 [76–79], our simulations are
effective, as demonstrated in numerical simulation. With the
help of the short operation time of the CPHASE gate, we can
effectively construct the one-way quantum computation on
NVEs. Due to the long coherence time of NVEs, our one-way
quantum computation has a longer lifetime.

In summary, we have proposed an effective scheme for
the state transfer between two remote NVEs and that for
the fast CPHASE gate on them. Our hybrid system consists
of two distant NVEs coupled to separated high-Q TLRs,
which are interconnected by an SPQ. The quantum state
transfer and the CPHASE gate are implemented by using local
resonant interaction between the NVE and the resonator, and
the single-qubit operation on the NVE. The fidelity of our
quantum state transfer is 99.63% within a short operation of
70.60 ns. The fidelity of our CPHASE gate is 98.15% within a
short operation time of 93.87 ns. Assisted by our CPHASE gate,
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we have presented a scheme to generate a two-dimensional
cluster state on distinct NVEs in a square grid based on the
above hybrid quantum system interconnected by the phase
qubits, with which we can construct a one-way quantum
computation with long coherence time in comparison with
that based on the pure superconducting circuit system.
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